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Abstract. Physical objects such as natural items or fine art pieces are often placed 
behind glass cases to protect them from dust and damage. Generally, interacting 
with such objects is indirect, based for example on an adjacent touch interface 
detracting users’ attention from the object. In this paper, we explore whether the 
glass case could be used as an input surface to point and select distant physical 
objects. With such an approach, the glass case offers a physical delimiter for in-
teraction to avoid unintended activations. We explore this innovative approach 
through a twosteps approach. First, we carry an informative study with 46 partic-
ipants to validate the most appropriate “walk-up and use” technique. Our results 
show that using a ray orthogonal to the glass surface is the most natural approach 
in a public setting. Next, we further explore this orthogonal raycasting technique 
and conduct a target acquisition experiment to evaluate the impact on target se-
lection performance of the target size, target distance, presence of spatial refer-
ences and user's head position with regards to the glass case. Results reveal that 
using the glass as touch surface allows to easily select targets as small as 3cm up 
to 35cm away from the glass. From these results, we provide a set of guidelines 
to design interactive exhibits using a touch glass case. 

Keywords: Touch input, distant pointing, transparent touch surface, absolute 
pointing, evaluation, physical objects. 

1 Introduction 

Physical objects such as natural history items or fine art pieces are often placed behind 
a glass case in public exhibits to protect them from dust or damage. Most of these ex-
hibits are not interactive, hence the level of information that can be displayed is usually 
limited to small physical notes. The few interactions in this context are often based on 
a touch input on a separated display [1], which detracts the user from the exhibit artifact. 

While these objects are placed behind a glass, few projects have explored how to use 
such glass cases to interact with objects inside the case. Previous solutions include the 
use of augmented reality through smartphones or tablets [2]. Those solutions require 
the user to install a dedicated application. Alternative proposals include the use of mid-
air gestures [3], which suffer from discoverability and delimiter problems. Interacting 
on the glass case instead has several advantages: 1) it offers a physical delimiter for 
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interaction (touching the glass) avoiding unintended activations; 2) it does not visually 
deviate the user from the physical content displayed inside the glass case; 3) finally, it 
is technically robust, low-cost and easy to implement on existing glass cases thanks to 
current touch technologies (e.g. infrared panels). 

In this paper, we explore how to select a physical object behind a glass by using 2D 
touch input on the glass itself. We first analyze the different “walk-up and use” ap-
proaches that users would employ when faced with a tactile glass. To this end, we ran 
a study aimed at exploring the users’ spontaneous way of pointing at an object behind 
a glass. The results reveal that the most frequent interaction is similar to the way objects 
are selected on touch screens (i.e. through raycasting using a 2D ray perpendicular to 
the glass surface). However, unlike classical direct interaction on touchscreens, this 
setup introduces a spatial gap between the object to select (showcased in the glass case) 
and the touch surface (i.e. the glass). This gap may affect the ability of the user to touch 
the surface on a place that is associated with the target behind the glass. 

In a second step, we evaluate the impact of the target size, the target distance, the 
presence of spatial references and the user's head position with regards to the glass case, 
on target selection using an orthogonal ray. This experiment reveals that using the glass 
to point at objects is a viable approach, as it allows to easily select targets as small as 
3cm up to 35cm away from the glass.   

Our contributions are 1) a first study revealing the best “walk-up-and-use” approach 
to interact with augmented glass cases; 2) a target acquisition controlled study assessing 
the performance of pointing on a glass case using an orthogonal ray, and 3) guidelines 
for designing pointing systems in interactive exhibits using a glass as touch input 

2 Related Work 

Our work focuses on the use of an interactive glass case to point at a distant object, i.e. 
an object out of user's arms reach. Direct and indirect touch input has been widely stud-
ied in different contexts (large surfaces [4], single-pointer interaction [5], pen-based 
input [6], etc.). The originality of our approach is that the object to select is not just 
behind the tactile surface, but physically distant from it. In such a context, raycasting 
is the most widely used technique for direct pointing, while using a separated touch 
surface is the most frequent technique for indirect pointing. We synthesize works re-
lated to these two aspects (direct vs. indirect) in the following sections and describe 
concrete examples of distant pointing techniques in public situations 

2.1 Raycasting as a direct technique for pointing at distant objects  

Most techniques to select objects in space are related to raycasting, which is the stand-
ard technique to point and select objects in virtual environments [7–9]. To control the 
ray direction in the real world, most approaches used either the finger [10, 11] or a 
handheld object [12–14]. These techniques have been used in volumetric displays [15, 
16] and AR systems [17–19], which can display the entire ray. However, using such 



3 

raycasting techniques in the real world raises two major problems: the parallax effect 
and the lack of feedback to render either the ray in midair or the resulting pointer/cursor. 

Parallax Effect. In the context of touch surfaces, the parallax effect has been defined 
as "a difference between the perceived location at a particular UI element and users’ 
actual touch location on the surface"[20]: it is related to the inability for the user's eye 
to focus simultaneously at two different depths (called binocular parallax), e.g. the tip 
of the finger and the distant object. Errors due to this parallax are designated as “paral-
lax errors” by Migge et Kunz [21]. An example of such effect can be found on public 
interactive displays protected by a thick tactile glass (e.g. ATM): in this context, 
Khamis et al. [20] studied the gap between the touch and the pointer. They explored the 
effect of several correcting methods to increase the accuracy of touch, which improved 
significantly the accuracy of pointing tasks.  In a different context, Lee et al. [22] de-
signed a binocular cursor to increase pointing performance. In both cases, the proposed 
solutions require to display visual feedback to alleviate the parallax effect. However, in 
our context, the glass case has no display capabilities. 

Lack of Feedback. Concerning the difficulty to provide a feedback when using a 
raycasting technique for pointing at a distant object, previous works applied projection 
mapping, which draws the ray projection (i.e. the cursor) on the physical surface. For 
instance, Bandyopadhyay et al. [23] used a lamp as a pointing device to select physical 
objects. Some researchers applied laser pointers to represent the ray projection [24]. 
Even though these approaches usually work well with one large object, they can be 
limited when dealing with small objects, such as insects in a museum, or when there is 
no projection surface in between two items, i.e. when they are hanging.  

Recently, Freeman et al. [25] investigated pointing at levitating small spherical ob-
jects with mid-air movement of the index finger. The technique consisted of a 3D 
raycast, without any visual feedback of the ray (except for the target shaking when 
pointed at). However, since they investigated a very small distance between finger and 
target (from 5cm to 8cm), their results are difficult to extend to our usage context (i.e. 
public exhibit), where objects are usually further away from the glass. 

2.2 Indirect touch-techniques for pointing at a distant object 

There are two types of indirect touch pointing techniques: absolute (i.e. the input device 
sends its position (x,y)) or relative (i.e. the input device sends its movement (Δx, Δy)) 
[26]. Relative solutions require to permanently visualize the current position of the 
pointer. In our context displaying a pointer is not viable (as explained in the previous 
section), so this section focuses on absolute indirect pointing solutions only. 

Previous works explored the main factors influencing absolute indirect pointing. A 
first important factor is the presence of a tactile spatial reference. For instance, land-
marks placed on the back-of-device contribute to increasing accuracy [27]. A second 
factor is the relative size and aspect ratios between the input and the display, which may 
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negatively influence success rate of target selection [28]. Finally, a third important fac-
tor is the type of feedback. Previous studies on touch input for large projected displays 
revealed that, even without feedback, users can select 90% of targets [29]. This means 
that absolute pointing is still a good candidate when no feedback is provided. However, 
these three studies focused on interaction with 2D touchscreens while in our case we 
investigate the use of a transparent glass surface with a large physical gap between the 
glass and the target. 

2.3 Pointing at items behind glass in public exhibits 

Previous research proposed a variety of approaches to promote a more engaging expe-
rience with exhibit items. For instance, [30] proposed using mid-air gestures, detected 
with a Kinect, to point at an object behind a glass. Plasencia et al. [3] implemented a 
similar approach, augmenting the glass case with AR capabilities. The system detected 
the hand position using a Leap Motion and the augmented glass showed the hand re-
flection to facilitate the object selection. The flashlight metaphor was investigated in 
public exhibits [31, 32] through a system that augments physical museum pieces using 
video projection. Pointing requires using a 6 DOF controller or a Leap Motion. The 
main limitation of these approaches is that they require to augment the glass cases with 
some projection mapping. Moreover, mid-air gestures suffer from a lack of delimiter, 
which can lead to false positives. Finally, the need to spatially track hand and fingers 
can usually only be performed on a reduced volume. 

2.4 Synthesis 

On the one hand, raycasting is a popular direct pointing technique for reaching distant 
objects, but can introduce a parallax effect and will suffer from the lack of feedback in 
the real world. On the other hand, indirect techniques appear to be very effective even 
without feedback but tend to break the interaction flow as they split the user’s attention 
between different input and output spaces.  

In our work, we explore how to combine these two approaches to take advantage of 
their respective benefits, which results in the concept of ray casting from a glass sur-
face. In a public exhibit context, the use of a ray casting technique should make the 
interaction easy to discover and learn. The glass can be considered as an indirect input 
surface, which offers the advantage of providing a physical delimiter and should facil-
itate pointing without feedback.  

To our knowledge, this concept of ray casting from a glass surface has not been 
studied before and constitutes a different interaction setup than those previously cited: 
the touch surface is transparent and the object to select is at a distance behind it. There-
fore, we carried a two steps approach to explore this new environment: first, we led an 
informative study to find the most natural interaction in a public context; then, we fur-
ther explored the most used approach in a controlled experiment to assess its perfor-
mance. 
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3 Informative Study 

While using a glass to select a physical object placed behind it presents several ad-
vantages as mentioned earlier, casting a ray only requires to define an origin and a 
direction or a target. Hence there are different possible ways of casting a ray from the 
glass surface (cf. Fig. 1): by using the finger orientation (i.e. finger oriented raycasting), 
by aiming at the object with the finger (i.e. eye-finger raycasting) or by placing the 
finger in front of the object (i.e. raycasting orthogonal to the glass). However, an ap-
propriate interaction technique for a public context needs to be as self-explanatory [33] 
as possible, so that passers-by interact with the glass with a minimum of instructions. 

To find out the most appropriate interaction, we conducted an informative study in 
a public environment with passers-by. The goal of this study was to explore how par-
ticipants would intuitively make use of the glass to point at an object behind it.  

 

Fig. 1. Three types of raycasting performed by participants: A) Oriented, B) Eye-Finger, and C) 
Orthogonal. Detailed view of the glass and targets (D). 

3.1 Experimental Protocol 

Task and Instructions. Five white physical spheres with a diameter of 2 cm were po-
sitioned on cardboard, placed 55 cm behind the glass. Four of them defined the corners 
of a 33x26 cm side rectangle, while the fifth one was positioned in the middle of the 
rectangle. Participants received the following instruction: “Please point at each of the 
five white spheres, using the glass case in front of you as a support for the interaction”. 
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Before pointing at a target, participants were requested to orally precise which target 
they were planning to select. Participants had to select all of them in a free order. 

Participants. We recruited 46 participants (39 males and 7 females) aged between 19 
and 62 (M= 33). All participants were recruited in the hall of the local university as 
they passed-by: 13 were university members, 26 were computer science students, five 
were engineers and two were administrative employees. 

Apparatus. The glass case was installed during 10 hours in a hall of our local univer-
sity. The glass panel (78.5 x 44 cm) was placed on a 90 cm height table. Users had to 
position themselves in the middle of the glass panel and at a distance where all targets 
were visible and the glass case easily reachable with their arm (cf. Fig. 1). 

Collected Data. All the experiment was video-recorded. After all trials were com-
pleted, we asked the participants to provide a graphical representation of how their fin-
ger was positioned and oriented to perform each selection task. Based on the video 
recording and the representations provided by the participants, experimenters clustered 
the results into three categories, corresponding to the possible approaches for casting a 
ray from the glass: 1) oriented raycasting, i.e. using their finger orientation; 2) eye-
finger raycasting, i.e. aiming at the object with the finger; and 3) orthogonal raycasting, 
i.e. casting a ray perpendicular to the glass.   

3.2 Results 

Among the 46 participants, 40 of them used some sort of raycasting to select targets as 
expected, while 4 participants used gestural input and 2 participants misunderstood the 
instructions (i.e. they tried to reach the objects by avoiding the glass case). Therefore, 
our analysis of the type of raycasting focuses on the 40 participants who employed 
some sort of raycasting to point at the objects behind the glass. 

  

Fig. 2. Percentage of participants that employed each type of raycasting: oriented raycasting 
(left), eye-finger raycasting (center) and orthogonal raycasting (right). 

Our results reveal that among those 40 participants, 5 participants (12,5%) cast an 
oriented ray (i.e. using their finger orientation) to select targets; 5 participants (12,5%) 
cast an eye-finger ray (i.e. aligning eye, finger, and object); while 30 participants (75%) 
cast a ray orthogonal to the glass surface, as illustrated in Fig. 2. 
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3.3 Conclusion 

75% of the participants that used a raycasting, adopted an orthogonal ray as the most 
“walk-up and use” technique in a public context. One possible explanation for this is 
that this approach eliminates the parallax effect since the finger, eye, and object do not 
need to be aligned. Therefore, in our subsequent work, we consider such interaction 
and do not try to compensate for the parallax effect. Incidentally, this interaction only 
requires to track the user’s finger position on the glass, making its implementation quite 
simple using an infrared touch panel. The main challenge then is to assess whether such 
form of interaction is efficient in terms of precision. To tack this question, we conduct 
a controlled pointing study. 

 

4 Pointing study: design 

The goal of this study is to investigate the impact of four factors on pointing at objects 
behind a glass-case when using a ray cast perpendicular to the glass. These factors are 
1) target size, 2) target distance from the glass, 3) presence of spatial references and 4) 
users’ head position. Additionally, since interaction in public spaces needs to be easy 
and quick to use, we also investigated how well users perform the first contact with the 
touch glass, i.e. before any adjustment, in terms of deviation from the target: this could 
provide valuable information for interaction designers about targets shape and size (we 
discuss its implications in the Discussion section). Finally, since our main goal is to 
explore the performance of such an interactive technique, we did not compare it to any 
baseline technique. 

4.1 Task and instructions 

The task consisted in pointing one physical spherical target positioned on a 2D card-
board at a specific distance from the glass, without any pointing feedback. Users had to 
press a keyboard button to start a trial, then touch the glass at the expected position of 
the target, move the finger for adjusting their pointing if needed, and take back the 
finger from the glass to end the trial. Pressing a keyboard button with their index finger 
required to focus on something other than the glass case. This disruption is intended to 
significantly limit any learning effect. To avoid any impact of the user’s finger size and 
to evaluate a worst case scenario, we used a ray diameter of 0.2 mm. We discuss the 
impact of ray sizes in the section Discussion. 

We asked participants to select the target at land-on as precisely as possible, and, if 
they did not reach the target, to move the finger as fast as possible to adjust their point-
ing. They had to use the index finger of their dominant hand. As mentioned earlier, 
projection, and therefore dynamic feedback, may not be possible in museum glass 
cases. Hence, the only interaction feedback used in our study is a white dot to indicate 
the next target to select (displayed next to the target). The dot became green or red to 
indicate selection success or failure at land-on. This interaction feedback allowed the 
user to stay focused on the target throughout the experiment.  
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Of course, in a public context, the pointing would result in displaying some domain 
related information to the visitor: this museographic feedback is generally displayed on 
a separate display but could also be presented in a more direct manner using spatialized 
sound or an inside glass projection. Anyway, exploring how to render this 
museographic information is out of the scope of our work 

4.2 Target Conditions 

We evaluated different target sizes, target distances to the glass, target closeness to a 
spatial reference and the user’s head position with regards to the glass case (and hence 
to the targets). We defined four target sizes, from 1 to 4 cm in diameter, to cover the 
spectrum of smallest targets found in a museum. Similar sizes have also been examined 
in earlier work on targets for touch [34–36], deemed reachable from 10.5mm to 26mm.  

Our targets were positioned at three different distances to the glass (15, 35 and 55 
cm) as a proxy for close, medium and long distances.  

For each setting, we positioned 10 spherical targets (cf. Fig. 3) on a 2D cardboard. 
The targets were aligned on 2 horizontal lines, i.e. 5 targets per line, to explore the 
impact of a spatial reference on pointing. This condition required to fix the targets in 
the same locations. The top line was approx. in the middle of the glass case (i.e. without 
any spatial reference), while the bottom line was close to the bottom of the case (acting 
as a spatial reference).  

Finally, the user could be sitting, i.e. with the head in front of the targets, or standing 
up, i.e. with the head above the targets. We ensured that all participants positioned their 
head and body at the same height by using a footstool. 

4.3 Participants 

We recruited 12 participants aged between 21 and 48 (M= 29.5, SD= 8.26). 11 partici-
pants were recruited at the university and were undergraduate students (4), Ph.D. stu-
dents (4), research assistants (3) or engineer (1). Ten participants were right-handed 
and two left-handed. 

4.4 Design and Procedure 

The experiment followed a 4x3x2x2 within-participant design with target Size (1, 2, 3 
or 4 cm diameter sphere), Distance to the glass (15, 35 and 55 cm), Spatial reference 
(with or without) and User’s head position (in front or above). The User's head position 
was counterbalanced over participants, and Distance and Size were randomly ordered 
so that two consecutive trials with the same Distance or Size could not appear.  The rest 
of the trials were ordered randomly. The whole experiment lasted between 70 and 110 
minutes. 

We created a specific set of 10 targets (containing the different sizes) for training. 
The training session consisted in selecting every target on this set for every distance 
and height (i.e. 10x3x2 = 60 trials). This training lasted approx. 10 min and represents 
7,6% of the whole experiment.  
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In total, we collected 4 Sizes x 3 Distances x 2 Spatial reference x 2 User's head 
position x 5 targets x 3 repetitions = 720 trials per participant and 8640 trials in total. 

4.5 Apparatus 

We built a glass case using four plexiglass sheets of 78.5cm x 44cm x 0.5cm (LxHxT). 
For finger tracking, we used an infrared panel (ZaagTech X series v7, 70cm x 40cm, 
with 40 touch points, resolution of 32 768*32 768, touch response time of 7ms-13ms), 
USB connected to the computer running the study. The available touch interaction sur-
face was 70cm x 40cm. The panel was attached to one side of the glass case. We also 
reinforced the plexiglass sheet by adding a metal structure all around it to avoid any 
deformation or movement of the sheet during the interaction. We used two video pro-
jectors, connected through a DisplayPort hub – HDMI, to ensure that the visual inter-
action feedback was displayed even if the user obstructed one of them. We ensured that 
there was no light reflection on the glass that could hinder interaction. Between each 
participant, the glass case was cleaned to remove all finger marks. In public context, 
anti-fingerprint spray can be used to limit any dirt from touches. 

We implemented the whole setup on an HP EliteBook laptop running Microsoft 
Windows 10. Our experiment software was implemented in C# and Unity (version 2018 
1.5). Touch events were sent to the application using the TUIO protocol. We modeled 
the physical environment in Unity to ensure that the interaction feedback was displayed 
around the target.  

 

Fig. 3. Experimental setup. 

4.6 Collected Data and Data Processing 

We logged all touch events from keyboard press until finger land-off (from the glass 
case). As we were interested in understanding how well users perform the first contact 
(land-on) with the glass case, we logged for each trial the land-on and land-off finger 
positions and times (i.e. first and last contact with the glass). 

We refined the land-on points analysis with two metrics (cf. Fig. 4) already used in 
[37, 38]: offset and spread. Both metrics rely on the computation of the centroid, i.e. 
the average land-on position for each target and condition.  
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The offset is defined as the Euclidean distance (i.e. absolute value) between the cen-
ter of the target and the centroid, for each condition. In this paper, we also compute the 
offsetX and offsetY, which represents the relative distance in x and y between the cen-
troid and the center of the target (i.e. a signed value). 

Spread represents the distribution of the land-on points around the centroid, com-
puted as the diameter of the smallest circle containing 95% of all land-on points. 

 

Fig. 4. Illustration of metrics used to analyze land-on points. 

Regarding the data analysis, we chose to rely on estimation techniques with 95% con-
fidence intervals as recommended by the APA [39]. All CIs are 95% BCa bootstrap 
confidence interval. Scripts used to compute the geometric average and confidence in-
tervals were used in [40] and are available online [41]. 

5 Pointing study results 

We split the analysis into two parts. First, we present the results regarding the target 
selection task in terms of success rate and time. Then, we analyze the land-on gesture 
in terms of offset and spread, as explained earlier. 

5.1 Target Selection Success Rate 

We started by analyzing the results for each target size, independently of the target 
distance, the user’s head position or the spatial reference. Unsurprisingly, the 1 cm tar-
gets were the hardest to reach with only 55.8% (CI[48.7%, 65.1%]) of successful trials 
(cf. Fig. 5). The 2cm targets were easier to acquire but remain generally difficult, with 
a success rate of 78.1% (CI[75.8%,80.6]). The 3 cm and 4 cm targets have a success 
rate over 90% (3 cm targets: 90.8%, CI[89.5%,92.4%]; 4cm targets: 93.2%, 
CI[90.3%,95.3%]). For these two larger target sizes, we observed during the experiment 
that after some successful trials, some users performed the task too fast, i.e. removing 
the finger before the feedback appeared, leading to some erroneous selections.  

Concerning the distance between the glass case and the targets, independently of the 
other factors, it appears that targets placed 15 cm away were always easier to select 
(success rate: 82.5% CI[80.1%,85.4%]) than those placed at 55cm (success rate: 76.6% 
CI[73.1%,80.4%]). However no clear conclusion are revealed when comparing the 
15cm condition to the 35 cm condition (79.3% CI[75.7%,83%]). This result holds true 
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for all target sizes except for the 1 cm target, which is equally difficult to select for the 
three distances (i.e. all CIs overlap, cf. Fig. 5). 

 
Concerning the presence of a spatial reference, results strongly establish that targets 

with a spatial reference (i.e. those on the bottom line) are easier to select (success rate: 
83%, CI[80.5%,86.1%]) than those without spatial reference (success rate: 76%, 
CI[73.%,79.8%]). This could be explained by the fact that the spatial reference, i.e. the 
bottom part of the glass case, facilitates pointing precision. This result is in line with 
previous work on absolute indirect touch pointing [29]. 

 

Fig. 5. Average success rate in % (with 95% CIs) according to target size and distance to the 
glass. 

According to the collected data, the user's head position does not seem to influence 
the success rate (above: 79.2%, CI[75.9%,82.7%]; front: 79.8% CI[76.9%,83.3%]). 
This result is quite surprising, as we expected the front condition to favor target selec-
tion. 

5.2 Trial Completion Time 

Regarding trial completion time for the different target sizes, results underline the dif-
ficulty of selecting the 1 cm targets: in this case, it took users almost 10 s to complete 
the task (9.4 s, CI[8.1,10.4]). For the other target sizes (cf. Fig. 6), completion time 
clearly decreases when the target size increases (2 cm targets: 4.6s, CI[4.0, 5.1]; 3 cm 
targets: 3 s, CI[2.6, 3.3]; 4 cm targets: 2.3 s; CI[2.1, 2.6]). 

For target distance, we observed the same effect. Although the success rate is very 
similar for 35 and 55 cm, results strongly establish that on average completion time is 
smaller when targets are closer to the user (15 cm: 4 s, CI[3.5, 4.6]; 35 cm: 5 s, CI[4.5, 
5.4]; 55 cm: 5.33 s,  CI[4.6, 6.19], cf. Fig. 6). 
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Fig. 6. Average time completion in ms (with 95% CIs) according to target size and distance to 
the glass. 

Results did not reveal any effect of spatial reference or user's head position on comple-
tion time. 

5.3 Land-on pointing: centroid, offset and spread 

We analyzed land-on pointing results in terms of pointing centroids, offset and spread. 
In this part, we use 95% confidence interval without bootstrapping. 

 

Fig. 7. Distribution of all land-on pointing centroids around the targets. Most of them occur in 
the top-left area. 

Centroid analysis. Plotting all centroid positions on the same referential gives an over-
view of pointing at land-on. More than 65% of all centroids are situated on the left of 
the targets. Almost 70% are situated on the top with 45% on the upper left part (cf. Fig. 
7). This result indicates that users had a general tendency to point too high and too far 
on the left of the physical targets. We further refine this overview by looking at offset, 
offsetX, and offsetY for our different conditions. 
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Offset, offsetX and offsetY. We found no difference on offset values regarding target 
size, hence we analysed the results for all target sizes included. Concerning target dis-
tance, offset grows with increasing distance (cf. Fig. 8): in comparison to the offset 
computed for targets placed at 15 cm (0.66 cm CI[0.55,0.76])), the offset is 28.8% 
larger for targets at 55 cm (0.85 cm CI[0.75,0.95])) and 19.7% larger for targets at 35 
cm (0.79cm CI[0.68,0.90]) Results do not establish a clear difference between the offset 
observed for 35 and 55 cm. 

 

Fig. 8. Average offset (left), offsetX (center) and offsetY (right) in cm (with 95% CIs) accord-
ing to target distance to the glass. 

We refine this analysis by looking at offsetX and offsetY. Interestingly, while we 
can find the same trend for offsetX (i.e. offsetX average is 29.8% larger for targets at 
55 cm and 16.4% larger for targets at 35 cm than for those at 15 cm), results reveal no 
difference in offsetY for targets at different distances (cf. Fig. 8). We can conclude that 
the distance factor has mostly an impact on land-on precision on the horizontal axis.  

 

Fig. 9. Average offsetX (left) and offsetY (right) in cm (with 95% Cis) according to spatial ref-
erence condition. 

Regarding the effect of the spatial reference on the offset value, we observed that the 
average offset is 125% larger for the targets without spatial reference than those with a 
spatial reference: offset is 1.06 cm (CI[1.02, 1.10]) without spatial reference vs. 0.47 
cm (CI[0.44, 0.49]) with a spatial reference. When looking at the impact of target po-
sition on offsetX and offsetY, results do not reveal any difference on offsetX. However, 
offsetY is larger for the targets without spatial reference (0.95 cm CI[0.87,1.04]) than 
those with a spatial reference (0.01 cm CI[0.05,0.04]), as illustrated in Fig. 9.  

This analysis can be reinforced when we plot all centroids (cf. Fig. 10) according to 
both target positions. We can see the large vertical distribution for targets without spa-
tial reference compared to targets with reference. 
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Finally, we analyzed the offset according to the User's head position, we found that 
offset is almost 60% larger when the user's head is in front of the targets (0.65 cm 
CI[0.61, 0.68]) than above them (0.88 cm CI[0.82, 0.95]). This result holds true for 
both offsetX and offsetY. This result is surprising since we could expect targets in the 
front condition to be easier to point, as the user's gaze is aligned with the finger and the 
target. 

 

Fig. 10. Distribution of centroids according to the spatial reference: with (left) or without 
(right). 

Spread. The spread represents the distribution of land-on points around the centroid. 
Results are in line with our previous findings. Target distance has an impact on spread, 
which is clearly higher when the distance increases (15 cm: 2.95 cm, CI[2.81, 3.10]; 35 
cm: 3.91cm, CI[3.76, 4.06]; 55 cm: 4.23 cm, CI[4.10, 4.36] cf. Fig. 11 ).  

Furthermore, targets with a spatial reference strongly reduce (cf. Fig. 11) the spread 
with 3.24 cm (CI[3.15,3.33]) compared to target without spatial reference (4.16 cm 
CI[4.02,4.30]). 

 

Fig. 11. Average spread in cm (with 95% Cis) by target distance (left) and by spatial reference 
(right). 

The target size and user's head position conditions do not seem to have an impact on 
spread. 

5.4 Summary 

Our study revealed that both target size and distance to the glass have a strong impact 
on pointing performance. Very small targets (1 cm) are very hard to point and take a 
long time to reach. Using larger targets and placing them closer to the glass increases 
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both success rate and completion time. Placing the targets near a spatial reference, such 
as near the bottom of the glass case, reduces pointing spread and favours pointing per-
formance. A surprising outcome of this study is that the user’s point of view has limited 
impact on pointing performance. We actually observed that when the targets are in front 
of the user, land-on offset increases. 

Overall, our results show that using the glass as touch surface is a promising ap-
proach, which allows to easily select targets as small as 3 cm up to 35 cm away from 
the glass. In the following section, we analyzed the implications of these results for the 
design of interactive exhibits using touch on a glass. 

6 Discussion 

Overall, our results show that using the glass as touch surface is a promising approach, 
which allows to easily select targets as small as 3 cm up to 35 cm away from the glass. 
In the following section, we analyzed the implications of these results for the design of 
interactive exhibits using touch on a glass. 

6.1 Design Guidelines 

Our guidelines can help interaction designers to select the appropriate target size, dis-
tance, position and height in the context of absolute indirect pointing on a glass case 
surrounding a physical object: 

 Object size. Designers should favour using orthogonal raycasting from the glass-
case for pointing at physical objects placed behind the glass that are larger than 2cm. 

 Object distance to the glass. Objects should be placed at less than 35cm from the 
glass. Only objects of 4cm in size or more, should be placed further away since they 
still have an average success rate above 90%. 

 Object position. Placing objects near the borders of the glass (such as the bottom) 
provides a spatial reference which improves selection. An approach could be to place 
smaller objects near a spatial reference, and larger objects which are easier to select 
in the middle of the case. 

 Object and glass case height. Interaction designers can place the objects at any 
height, from the waist to the head, since our results showed no impact of the user's 
head position relatively to the object on selection accuracy. 

 
6.2 Improving Target Selection 

Our results underline that using a glass as a touch surface to interact with exhibit items 
is a promising approach, which can be used with relatively small targets placed up to 
35 cm away from the glass. Here we present different ways to improve target selection, 
which could be helpful to facilitate interaction with even smaller and further targets. 
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Ray diameter. We chose to study pointing on a physical object by casting a ray with a 
diameter of 0.2 mm. Since the average offset to the target at land-on ranges from 0.6 to 
0.8 cm on average, using a larger diameter will improve target reaching for all condi-
tions. We reran the analysis of our experimental data with two different ray diameters 
of 1 cm and 2 cm: we found that targets reach on first land-on increases from 42% with 
a 0.2mm ray, to 60% with a 1cm ray and to 73% with a 2cm ray.  

Increase target virtual size. Increasing the virtual size (i.e. the area that can be se-
lected) of targets is a well-known approach [42, 43] to improve pointing performance 
when the target real size cannot be changed. Our analysis on the spread and the offset 
shows that land-on points tend to be located above the target. Expanding the virtual size 
of targets with a vertical rectangular bounding box could facilitate pointing. 

 
6.3 Perspectives 

Beyond studying the impact of a different ray diameter or target virtual size, as detailed 
earlier, a first perspective is to carry a longitudinal in-situ study to analyze the visitors’ 
behavior with such system in a public exhibit. This study would also permit to assess 
how and where to present the information requested through the direct pointing action 
on the glass case. As said earlier, the museographic feedback is generally displayed on 
a separate display but could also be presented in a more direct manner using spatialized 
sound or an inside glass projection. A second perspective would be to extend our ap-
proach to enable selecting volumetric targets. This could be of interest to interact with 
physical architectural models, which are usually placed behind a glass case. For in-
stance, a model of an airport terminal can be useful for passengers to visualize their 
way to reach the appropriate terminal.  To this end, we need to propose and study solu-
tions for extending our current 2D selection to 3D. One solution will be to adapt exist-
ing raycasting disambiguation techniques [16, 44, 45]. 

7 Conclusion 

In this work, we presented a study of ray casting from a glass surface for pointing on 
physical objects behind a glass. This study was motivated by an informative experiment 
which allowed us to identify the best “walk-up and use” approach for raycasting using 
an interactive glass case: a raycasting orthogonal to the glass surface. We further stud-
ied this particular type of raycasting in a target acquisition experiment. The goal was to 
evaluate the use of a glass as touch input to point at physical targets placed behind the 
glass, according to target size, target distance, the presence of spatial references and 
user’s head position with regards to the glass case. Our experimental results reveal that 
using a glass as touch surface to point at exhibit items behind it is a promising approach, 
which can be used with relatively small targets placed up to 35cm away from the glass. 
Using these results, we proposed several design guidelines for interaction with a phys-
ical object behind a glass. 
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